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Abstract

Policy search is a subfield in reinforcement learning which deals with learn-
ing good parameters for a given policy parametrization. It can handle high-
dimensional and continuous state and actions spaces. Model-free policy search
is an approach to directly learn a policy based on sampled trajectories. Whereas
model-based policy search adresses this issue by first learning a model of the dy-
namics, which then generates trajectories which are subsequently used for policy
learning.

1 Introduction

1.1 Reinforcement Learning Problems

In a reinforcement learning (RL) problem, an actor lives in an high dimensional state space X , and
chooses actions u according to a control policy π. This control policy can either be stochastic,
denoted by π(u|x), or deterministic and denoted as u = π(x). This action alters the state of the
actor according to the dynamics of the environment, which is explicated by a probabilistic transition
function p(xt+1|xt,ut). The sequence of states and actions jointly form what is called a trajectory
τ = (x1,u1,x2,u2, . . . ).

We assume that the performance of the actor is evaluated by a numeric scoring system, which returns
an accumulated reward R(τ ) which assesses the quality of the actor’s trajectory. This accumulated
rewards is the sum of instantaneous rewards rt accumulated during the trajectory: R(τ ) = rT (xT )+∑T−1
t=1 rt(xt,ut).

Many tasks in reinforcement learning can be formulated as choosing an optimal con-
trol policy π? that maximizes the expected accumulated reward Jπ = E[R(τ )|π] =∫
R(τ )pθ(τ )dτ , with pθ(τ ) the distribution over trajectories τ . For a stochastic pol-

icy: pθ(τ ) = p(x1)
∏T
t=1 p(xt+1|xt)πθ(ut|xt, t) and for a deterministic policy pπ(τ ) =

p(x1)
∏T
t=1 p(xt+1|xt, πθ(xt, t)).

1.2 Learning paradigms

Traditional approaches in reinforcement learning try to estimate the expected long-term reward of a
policy for each state x and time step t, which is called the value function V πt (x). This value function
assesses the quality of a specific action u in a state x, and can then be used to directly compute the
policy by action selection or to update the policy π.

However, this approach do not scale with high dimensional action and state spaces since it requires
filling the complete state-action space with data. What is more, many tasks consider continuous
action state space, and value functions do not easily extend to such settings.

1



In contrast to the value function approach, policy search methods employ a parametrized policy
πθ, and typically avoid learning a value function. Indeed, these methods directly operate in the
parameter space θ of parametrized policy. The usage of parametrized policies allows for scaling RL
to high dimensional continuous action spaces by reducing the search space of possible policies.

In this review we distinguish policy search methods between model-free policy search methods,
which learn policies directly based on sampled trajectories, and model-based approaches, which
use the sampled trajectories to first build a model of the state dynamics, and, subsequently, use this
model for policy improvement.

2 Model-free policy search

Model-free policy search approaches aim to update parameters θ of a given parametrized policy πθ,
such that trajectories which have higher rewards become more likely to be observed by following
the new policy. Equivalently, such methods learn parameters so as to increase the average return

Jθ = E[R(τ )|θ] =

∫
R(τ )pθ(τ )dτ

As suggested in [6], model-free policies search methods can be categorized by their exploration
strategy, their policy evaluation strategy and their policy update strategy.

2.1 Exploration Strategies

The exploration strategy deals with generating new trajectory samples τ [i] which will then be used
by the policy evaluation strategy and finally by the policy update strategy.

Different types of exploration can be distinguished, exploration in action space versus exploration
in parameter space, and step-based versus episode-based exploration strategies.

Action space versus parameter space

The first exploration strategy considered is exploration in the action space by adding an (independant
and zero-mean) Gaussian exploration noise εu to the executed actions: ut = µ(x, t) + εu, with µ
being a deterministic policy. Hence, we get the stochastic policy

πθ(u|x,θ) = N (u|µ(x, t),Σu)

Whereas exploration in parameter space is implemented by perturbing the parameter θ, at the be-
ginning of an episode or at each time step: θ̃ = θ + εt.

Step-based versus episode-based

For step-based exploration strategies, a different exploration noise is used at each time step, thus
exploration can be done either in action space or in parameter space.

Concerning episode-based exploration strategies, exploration noise is used only at the beginning of
the episode which naturally leads to exploration in parameter space.

2.2 Policy Evaluation Strategies

The policy evaluation strategy assesses the quality of a given policy. Such a strategy can try to
estimate the quality of a unique state-action pair xt,ut, called a step-based evaluation. It can also
try to determine the quality of an all episode, thus the quality of the episode’s parameter θ, referred
to as episode-based policy evaluation.

Step-based In step-based evaluation, the quality of an action is given by the expected accumulated
future reward when executing u[i]

t in state x[i]
t at time step t and then following policy πθ(u|x):

Q
[i]
t = Qπt (x

[i]
t ,u

[i]
t ) = Epθ(τ )

[
T∑
h=t

rh(xh,uh) | xt = x
[i]
t ,ut = u

[i]
t

]
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Episode-based In episode-based evaluation, the quality of a parametrized policy is defined as the
expected return which is given by the sum of the future immediate rewards:

R(θ[i]) = Epθ(τ )

[
T∑
t=0

rt | θ = θ[i]

]

2.3 Policy Update Strategies

The policy update strategy is responsible for updating the parameter θ given trajectories τ [i] and a
policy evaluation strategy. In [6], authors organize algorithms which have been explored in the liter-
ature in the following families: policy gradient methods, expectation-maximization based methods
and information theoretic methods.

2.3.1 Policy Gradient

Policy gradient methods make use of gradient-ascent in order to maximize the expected return Jθ.
The policy gradient update is therefore given by

θk+1 = θk + αk∇θJθ

with αk a learning rate, and the policy gradient is by definition given by

∇θJθ =

∫
τ

∇θpθ(τ )R(τ )dτ

However ∇θJθ cannot analytically be computed and thus need to be estimated.

Finite Differences The easiest way to do so is with the finite difference policy gradient method, in-
troduced in [9] and [16], which applies a small perturbation δθ to the parameter θk and then observes
a change of the return δR[i] = R(θk+ δθ[i])−R(θk). Using a first-order Taylor approximation and
solving∇FDθ Jθ in the least-square sense yields

∇FD
θ Jθ = (δθT δθ)

−1
δθT δR

with δθ = [δθ[1], . . . , δθ[N ]]
T

and δR = [δR[1], . . . , δR[N ]]
T

.

Likelihood-Ratio Policy Gradients An other way of computing ∇θJθ, named likelihood-ratio
methods, is to make use of the likelihood ratio trick ∇pθ(y) = pθ(y)∇ log pθ(y). Indeed we then
get

∇θJθ =

∫
τ

pθ(y)∇ log pθ(y)R(τ )dτ = Epθ(τ )[∇θ log pθ(τ )R(τ )] ' 1

N

N∑
i=1

∇θ log pθ(τ [i])R(τ [i])

where sampled trajectories τ [i] = (x
[i]
1 ,u

[i]
1 , . . . ,x

[i]
N ,u

[i]
N ) are generated by the policy πθ.

In a step-based spirit, the trajectory distribution can be written as pθ(τ ) =

p(x1)
∏T
t=1 p(xt+1|xt)πθ(ut|xt, t), thus ∇θ log pθ(τ ) can be decomposed into single time

steps as∇θ log pθ(τ ) =
∑T−1
t=0 ∇θ log πθ(ut|xt, t) since transitions are independent of θ.

Thus we get one of the first policy gradient algorithm introduced in [23]: REINFORCE, which uses
the following policy gradient:

∇RF
θ Jθ = Epθ(τ )[

T−1∑
t=0

∇θ log πθ(ut|xt, t)R(τ )] ' 1

N

N∑
i=1

T−1∑
t=0

∇θ log πθ(u
[i]
t |x

[i]
t , t)R(τ [i])

Natural Policy Gradient This method has been proposed in [18] so as to achieve a more stable
behaviour of the learning process, but still rely on previous policy gradient methods to compute
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∇θJθ. The idea is to maintain a limited step-width in the trajectory distribution space, between two
subsequent distributions. This is enforced by the following constraint:

KL(pθ(τ )||pθ+δθ(τ )) ' δθTFθδθ ≤ ε

with Fθ = Epθ(τ )[∇θ log pθ(τ )∇θ log pθ(τ )T ] being the Fisher transition matrix.

The natural gradient update δθNG is then defined as the most similar ’vanilla’ gradient update δθV G
that respect the preceding bounded distance. This can be formulated by the following optimization
program

δθNG = arg max
δθ

δθT δθV G s.t. δθTFθδθ ≤ ε

which solution is δθNG ∝ F−1θ δθV G. The natural policy gradient∇NGθ Jθ is therefore given by

∇NGθ Jθ = F−1θ ∇θJθ

Guided Policy Search One major issue with policy gradient methods, such as likelihood-ratio
methods, is that new trajectories τ [i] are required at each gradient step. Indeed, the gradient is esti-
mated with E[∇θJθ] ' 1

N

∑N
i=1∇θ log pθ(τ [i])R(τ [i]). The importance sampling method allows

using off-policy samples since E[Jθ] ' 1
Z(θ)

∑N
i=1

πθ(τ
[i])

q(τ [i])
R(τ [i]), with τ [i] ∼ q. The distribution

q can be a previous policy, or a guiding distribution constructed with differential dynamic program-
ming (DDP) such as proposed in [10]. The idea of guided policy search is to supplement the sample
set with off-policy guiding samples that guide the policy search to regions of high reward.

Given a reward function and a dynamic model, with the iterative LQR algorithm [22] (a variant
of DDP), one can optimize a trajectory and yielding an optimal policy. If the dynamics and the
reward functions are unknown, they can be estimated thanks to finite differences methods. The
LQR algorithm uses a linear reward and quadratic dynamics approximations so as to estimates the
Q-function, the value function and terms defining the optimal deterministic policy. Then a new
trajectory is generated with this policy and the algorithm repeats those steps until the reward of
sampled trajectories converges. Finally, a stochastic policy q(τ ) can be constructed as a Gaussian
distribution with its mean defined by the optimal deterministic policy.

2.3.2 Expectation Maximization

The main issue with policy gradient algorithms is the setting of the learning rate α which must be
specified by the user and may lead to slow convergence or instabilities [8]. This issue can be avoided
with the Expectation Maximization (EM) algorithm [11] which is well known for computing the
maximum likelihood solution of a probabilistic model with latent variables.

Overview of Expectation Maximization In the general setting, we observe iid data Y =

[y[1], . . . , y[N ]]
T

and want to maximize the log-marginal-likelihood w.r.t. parameters θ

log pθ(Y ) =

N∑
i=1

log pθ(y[i]) =

N∑
i=1

log

∫
pθ(y[i], z)

The idea is to introduce an auxiliary distribution q(Z) to avoid the costly latent variable marginal-
ization. We get

log pθ(Y ) =

∫
q(Z) log pθ(Y )dZ = Lθ(q) +KL(q(Z)||pθ(Z|Y ))

with Lθ(q) =
∫
q(Z) log pθ(Y,Z)

q(Z) dZ = EZ∼q[log pθ(Y,Z)
q(Z) ] being a lower bound of log pθ(Y ) since

the KL divergence is nonnegative.

The EM algorithm alternates between two steps: the first one being the maximization of the lower
bound (of log pθ(Y )) L (M-Step). During this step, we compute

θ = arg max
θ
Qθ = arg max

θ
EZ∼p(Z|Y )[log pθ(Y,Z)]

whereQθ is called the complete likelihood. The other step consists in minimizing the KL-divergence
term (E-Step) which yields q(Z) = p(Z|Y ).
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Expectation Maximization for policy search We will formulate policy search as an in-
ference problem. First, we define a binary reward event R as our observed variable.
The probability of this reward event is given by p(R = 1|τ ), simplified as p(R|τ ).

Figure 1: Graphical model for inference-based
policy search.

Such a probability distribution is defined from a
transformation of R(τ ). The trajectory τ plays
the role of the latent variable. These relations
are represented in a graphical model in Figure
1. We want to find the maximum solution θ?
for the log marginal-likelihood:

log pθ(R) =

∫
τ

p(R|τ )pθ(τ )dτ

By introducing an auxiliary distribution q(τ ), one can again decompose the log-marginal likelihood
as

log pθ(R) = Lθ(q) +KL(q(τ )||pθ(τ |R))

For most common policies, the M-Step yields closed form solution for parameters. However, the E-
Step cannot be computed exactly, and approximations must be used such as Monte-Carlo approaches
[8, 17] or variational methods. [13].

Monte-Carlo EM-based Policy Search Monte-Carlo Expectation-Maximization (MC-EM)
methods use a sample based approximation for the auxiliary distribution q. They use trajectories
τ [i] sampled from the old distribution pθ′(τ ), θ′ being the old parameters, so as to represent the
auxiliary distribution q(τ ) ∝ p(R|τ )pθ′(τ ). Since τ [i] is already sampled from pθ′(τ ), we get
q(τ [i]) ∝ p(R|τ [i]).

Then, the expectation of the complete data log-likelihood can be estimated with the same samples:

Qθ(θ′) '
∑

τ [i]∼pθ′ (τ )

p(R|τ [i]) log pθ(τ [i])

Variational Inference-based Policy Search MC-EM methods use a weighted maximum likeli-
hood estimate, which can efficiently be computed. Yet, these methods may average over several
modes of the reward function and thus yield low rewards.

On the other hand, variational inference-based methods use a parametrized distribution qβ , instead
of a sample-based approximation to approximate the auxiliary distribution q. The idea is to choose
parameters of qβ so as to minimize the distance between q and qβ . Hence choose β such as

β ∈ arg min
β
KL(qβ(τ )||p(R|τ )pθ(τ )) ' arg min

β

∑
τ [i]

qβ(τ [i]) log
qβ(τ [i])

p(R|τ [i])pθ(τ [i])

2.3.3 Information Theoretical Approaches

The general idea of information theoretical approaches is that the trajectory distribution after the
policy update should not be far from the trajectory distribution before the policy update. This is en-
forced by bounding the distance between the old trajectory distribution q(τ ) and the newly estimated
trajectory distribution p(τ ) (in the Kullback-Leibler divergence sense). Such a regularization avoids
that the new distribution p(τ ) to prematurely concentrates on local optima of the reward landscape.
It can be seen as limiting the information loss of the updates.

Natural policy gradient algorithms [18] were the first algorithms to implement these ideas. Unfortu-
nately as policy gradient algorithms, they require a user defined learning rate. The Relative Entropy
Policy Search (REPS) algorithm [15] combines both advantages of EM and natural gradient policy.

(Episode-based) Relative Entropy Policy Search In its episode-based formulation, REPS learns
an upper-level policy πω(θ) which selects the parameters of the (lower-level) policy πθ(u|x). It
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aims at maximizing the average return Jω =
∫
θ
πω(θ)

∫
τ
p(τ |θ)R(τ )dτdθ =

∫
θ
πω(θ)R(θ)dθ.

The policy update is thus formulated as the following optimization problem:

maximize
π

∫
π(θ)R(θ)dθ

subject to π(θ) log
π(θ)

q(θ)
≤ ε∫

π(θ)dθ = 1

An closed-form solution for the new policy can be obtained via the Lagrangian and is given by
π(θ) ∝ q(θ) exp(R(θ)

η ), with η being the Lagrangian multiplier associated with the KL bound. The
parameter η is thus obtained by maximizing the dual function

g(η) = ηε+ η log

∫
q(θ) exp

(
R(θ)

η

)
dθ ' ηε+ η log

N∑
i=1

1

N
exp

(
R(θ[i])

η

)

The new policy π(θ) is only known for samples θ[i] where R(θ[i]) has been evaluated. Thus a
parametric distribution πω(θ) needs to be fitted to these samples.

3 Model-based Policy search

In computer simulation where the dynamic of the system is known, it is relatively straightforward to
sample trajectories. However, when working with dynamical systems, the real dynamic is unknown.
The policy learning process requires a large amount of manually generated trajectories. Depending
on the task studied it can therefore be, either easier to learn the policy directly or to learn the model
and use computer simulations to learn a policy.

Model based methods aim at solving the problem of sample inefficiency. The general idea is to use
the observed data to learn the forward model of a system dynamic and use this model to learn a
policy. In most cases, we assume that the state x evolves according to the Markovian dynamics :

xt+1 = f(xt,ut) +w

where f is a non linear function, u is an action and w is additive noise. We will also consider finite
horizons problems. This means that the objective of the policy search is to find:

where r is an immediate reward, γ a discount factor, and the policy is parametrized by θ. For some
problems, model-based methods require fewer real measurements than the model free model because
of an efficient use of the model learnt. This consideration justifies the interest if this approach.

The idea of RL based methods is to learn the model and the policy simultaneously as followed :

• The learned model will be use for internal simulations. This will provide a set of predictions
of how the system would behave with the environment if it followed the current policy.

• Considering a given model and the simulations use evaluation and improvement of policy
processes until optimal policy is learned for the model.

• Using the new policy, new data are recorded to complete the dataset and improve the model
of the dynamics.

In this process, real measurements are only performed after the new policy has been computed. On
the other hand, internal simulations and policy learning only use simulations. The quality of the
learned policy therefore strongly relies on the quality of the learned forward model, the core of this
subject will be focusing on the model building. When the model exactly corresponds to the true
dynamics on the system, sampling from it is equivalent to sampling from the model.
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In practice the learned model is not exact and this difference between the real dynamics and the
model can lead to errors or even non real behaviours (negative mass for a dynamic system for
example) in region with sparse training. The uncertainty of RL approaches due to inaccuracy of the
knowledge of the dynamic of the system have been studied in robotics namely in [1, 3, 21]. This
is why instead of considering only a model f , it’s relevant to consider also the uncertainty we have
in our estimation. As exposed in [6] the challenges of model prediction are often split into three
categories :

• What model to learn?
• How to use the model for long-term predictions?
• How to update the policy based on the long-term predictions?

3.1 Probabilistic forward Models

3.1.1 Locally Weighted Bayesian Regression

The idea of the locally weighted linear regression (LWR) introduced in [5] and used in [3] is to
take advantage of the good properties of the Linear Regression but to allow a more general class of
functions : the locally linear approximation functions. Locally, the dynamic of the system will be
ruled as follows :

xt+1 = [xt,ut]
Tψ +w

where ψ is the parameter of the Bayesian regression model and w is an iid Gaussian system noise.

In this approach, as in Bayesian linear regression, a posterior distribution over the parameters, ψ is
computed for each query point (xt , ut) using Bayes’ theorem.

p(ψ|X,U, y) ∝ p(ψ)p(y|X,U,ψ)

Let us assume a known noise covariance matrix Σw and a zero-mean prior Gaussian distribution
N (ψ|0, S) on the parameters ψ. The posterior mean and covariance of ψ can then be computed
considering the similarity between the training inputs and the modelled ones. Let (b1, ....bn) be the
similarities between the n query points and their modelled values. The advantage of this Bayesian
approach compared to a fully deterministic one is that it provides information on the uncertainty of
the model and the confidence at each query point (xt , ut). The posterior mean and covariance are
then given by :

E[ψ|X̃,y] = SX̃BΩ−1y

cov(ψ|X̃,y) = S − ST X̃BΩ−1BX̃TS

where X̃ = [X,U ], Ω = BX̃TSX̃B+ Σw and B = diag(bi). The predictive distribution can then
be computed :

µt+1
x = [xt,ut]

TE[ψ|X̃,y]

Σt+1
x = [xt,ut]

T cov[ψ|X̃,y][xt,ut]

3.1.2 Gaussian Process Regression

A Gaussian process is a distribution ρ(f) over functions f. Formally, it is a collection of variables
such as any finite numbers of them are Gaussian distributed. It is a non parametric model and can
specify high level assumptions such as differentiability or periodicity.

A GP is fully described by a mean function m(.) and a positive semi-definite covariance function
k. A standard assumption [19] that can be made is to consider a zero-mean prior function and a
covariance function :

k(x̃p, x̃q) = σ2
fexp(−1

2
(x̃p − x̃q)TΛ−1(x̃p − x̃q)) + δpqσ

2
w

where x̃ = [xT ,uT ]
T , Λ = diag(l21, ..., l

2
D) which depends on the characteristic length-scales,

and σ2
f which is the prior variance of the latent function f. The posterior GP hyper-parameters (li,

σf and σw) are learned using evidence maximisation[19] on a training input set [x̃1, ..., x̃d] and the
corresponding training targets : [y1, ...yn].

7



The GP is a one step prediction model and the predicted successor state xt+1 is Gaussian distributed
:

p(xt+1|xt,ut) = N (xt+1|µxt+1,Σ
x
t+1)

where
µxt+1 = Ef [f(xt,ut)] = kT∗K

−1y

Σx
t+1 = varf [f(xt,ut)] = k∗∗ − kT∗K−1k∗

with k∗ := k(X̃, x̃t), k∗∗ = k(x̃t, x̃t) andK is the kernel matrix with entriesKij = k(x̃i, x̃j).

4 Long term Predictions with a given Model

Considering that we have a model, we have to build long term predictions in order to learn the
optimal policy. At this point, we are trying to estimate the quality of a given policy knowing a
model of the dynamics of the system :

To do so, two different approaches can be considered : one based on Monte-Carlo sampling and a
deterministic approximate inference.

4.1 Approach based on Monte-Carlo sampling

Using a Monte-Carlo approximation method, this will require many sample trajectories. PEGASUS
(Policy Evaluation-of-Goodness And Search Using Scenarios) [14] is a conceptual framework for
sampling in stochastic MDPs. The key idea is to turn stochastic MDP in an augmented deterministic
one. To do so, a sequence of random values w0, w1... is taken at the beginning of the algorithm. The
state x is augmented by those values so as to add the given noise to a parameter of the MDP. As the
noise now belongs to the state, the problem virtually becomes deterministic. Several deterministic
MDP can now be performed.

Informally PEGASUS can be seen as generating M Monte-Carlo trajectories and taking their average
reward. The difference stems from the fact that the randomisation is determined in advance. It is a
way of reducing drastically the random variance of the evaluation.

4.2 Approach based on deterministic long-term predictions

Instead of performing a stochastic sampling over trajectories in order to use a Monte-Carlo approach,
the deterministic long-term predictions will compute a distribution ρ(τ ) over trajectories. This
distribution could then be used to estimate the quality of a given policy. Assuming a Gaussian joint
distribution : p(xt,ut))=N ([xt,ut] |µxut ,Σxu

t ), the problem corresponding to finding the successor
state distribution corresponds to solving the integral

p(xt+1) =

∫∫∫
p(xt+1|xt,ut)p(xt,ut)dxtdutdwt

where xt+1 = f(xt,ut) + w with f a non parametric functions. The problem is that is f is non
linear, p(xt+1) is non Gaussian and therefore needs to be approximated. A convenient approxima-
tion of p(xt+1) is the Gaussian N (xt+1|µxt+1,Σ

x
t+1). There are several ways of estimating µxt+1

and Σx
t+1. It can for instance be performed thanks to linearization[2], sigma-point methods[7] or

moment matching[7].

The idea of linearization is to locally approximate the transition function f around (µxt ,µ
u
t ). Al-

though, it’s a straightforward and efficient method, it requires f to be differentiable. It can also
severely underestimate the predictive variance and cause issues in the final results.

The sigma points approach considers that the distribution of p(xt,ut) can be represented by a
set of deterministically chosen sigma points chosen samples from the joint distribution of (Xt, Ut).
For these points, the value of f(xt,ut) can be computed. The mean and the covariance of the
distribution of p(xt+1) can be then be estimated from the weighted sigma points previously chosen.
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The idea of moment matching is to compute the predictive mean and covariance of p(xt+1)
exactly and to approximate p(xt+1) by a Gaussian that possesses the exact mean and covariance.
This method does not need any approximation of the joint distribution p(xt,ut) nor the transition
function f . It is the best unimodal approximation of the distribution in the sense that it minimizes
the Kullback-Leibler between the true predictive distribution and the unimodal approximation[4].
The problem of this method stems from the fact that the computation of the mean and the covariance
might be intractable and in general cases this method is computationally more complex than the two
previous ones.

5 Policy Updates

The final part of model based policy learning consists in using model previously built and the policy
to update it. To proceed to this update, we could use approaches only using the policy evaluation but
also approaches using it gradient.

5.1 Model-based Policy Updates without Gradient Information

For this approach, there is no need to estimate the policy gradient. Therefore, we only need to
estimate the value of a given policy. Simple and efficient methods such as Nelder-Mead (a variation
of the simplex method)[12] or hill-climbing methods (similar to the simulated annealing)[20] can
be used. The simplicity and computational efficiency has made this methods commonly used in the
context of model-based policy search. Unfortunately the convergence rate of this methods is very
slow and this justifies the interest we have for policy updates with Gradient Information.

5.2 Model-based Policy Updates with Gradient Information

Those approach are expected to yield a faster convergence rate than the previous one. However, as
the policy gradient is unknown, it has to be estimated. There are two ways to do so : a sample-based
estimation of the policy gradients and an analytic computation of the policy gradient dJθ(θ)/dθ

5.2.1 Sampling based method

The idea of this method is to take advantage of the fact that when we sample trajectories to estimate
the long term reward Jθ, we can also approximate the gradient dJθ(θ)/dθ. This estimation can be
performed via finite difference method. However, it requiresO(F ) evaluations to be efficient (where
F is a number of policy parameters).

5.2.2 Analytic policy gradient

Under the hypothesis that the policy, the reward function and the learned transition model are dif-
ferentiable, an other approach consists in an analytic gradient computation. It has the advantage of
not suffering from the sampling variance. Moreover, on complex policies that can have thousands
of parameters, a sampling approach would be inefficient as mentioned already.

Deterministic model:
Let us consider the example where the model is deterministic and relies on a non parametric

transition function f such that : xt+1 = f(xt,ut) = f(xt, πθ(xt,θ)). We are trying to estimate
the gradient of Jθ =

∑
t γ

tr(xt). Let θ be the parameters of the given policy.

dJθ
dθ

=
∑
t

γtdr(xt) =
∑
t

γt
∂r(xt)

∂xt

dxt
dθ

Using the chain-rule we find that:
dxt
dθ

=
dxt−1

dθ
∂xt
xt−1

+
dut−1

dθ
∂xt
ut−1

Observing that the total derivative dxt
dθ depends on the total derivative dxt−1

dθ , we conclude that the
gradient can be computed iteratively.
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Stochastic model:
If we consider that the state xt is represented by a probability distribution p(xt), we have to

compute the expected reward E[r(xt)]. We also need to compute the derivative of the distribution p.
Let’s consider that xt is Gaussian distributed as stated p(xt) = N (µxt ,Σ

x
t ). As well as before, we

can prove using the chain rule that µxt and Σx
t can be iteratively computed as previously using µxt−1

and Σx
t−1. As this method relies on the knowledge of p(xt) , they have to be used with approximate

inference methods (seen previously). This analytic methods has this advantage of of using the exact
gradient of the approached policy evaluation. The approximation errors therefore only stems from
the error made in approximating Jθ.

6 Conclusion

We have introduced two ways of learning an optimal policy where the model is unknown : model-
free and model-based approaches. Both of this methods take a different point of view and come
with advantages and disadvantages. The choice of a given approach therefore strongly relies on the
problem at hand.

In the literature, model free approaches remain more common as they avoid the difficulty of mod-
elling the system. However, the policies that can be computed are often found using a local research
and therefore risk being local optimal policies. Moreover, this method requires that the number
of parameters of the policy is not too important (less than 100 parameters) and demands a lot of
experimental data (human intervention).

On the other hand, model-based approaches have the advantage of estimating a model of the system’s
dynamics. This model can then be used to run computer simulations. This approach, theoretically,
needs less human intervention than the previous one. However, it considers that the model is rela-
tively easy to learn compared with the optimal policy. This method strongly relies on the quality of
the modelling in the sense that errors made in the model can directly lead to massive errors in the
optimal policy found.
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